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German A1/ Parts 3 and 4 

 

Course title German A1/ Parts 3 and 4 

ECTS  4 

Course type Course with exercises 

SWS 4 

Semester Winter and Summer 

Workload in hours 60 hrs 

Lecturer Dr. Virginia Wallner 

Course objectives 

 

• Can understand and use familiar expressions and very basic 

phrases aimed at meeting concrete everyday needs 

• Can introduce themselves and others and ask other people 

questions about their person 

• Can communicate in a simple way if the other person speaks 

slowly and clearly and is willing to help 

http://www.europaeischer-referenzrahmen.de 
 

Course contents 

• Grammar  
− Prepositions 
− Possessives 

− Dative verbs 
− The imperative-Simple past ‘war/ hatte’ 

− The perfect form 
− Word formation 

− Subjunctive II 
• Topics 

− Apartments and houses 

− Parts of the body 
− Describing people and their character 

− Household activities 
− Weather 
− Holidays and celebrations 

http://www.europaeischer-referenzrahmen.de/
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Recommended  

literature 

Menschen. Deutsch als Fremdsprache. Kursbuch A1.2 Hueber. 
Kapitel 13-24 ISBN 978-3-19-561901-1  
 
Menschen. Deutsch als Fremdsprache. Arbeitsbuch A1.2 mit 
Audio-CD. Hueber. Kapitel 13-24 ISBN 978-3-19-511901-6 

Teaching methods 

• Partner and group work 

• Explanation of topics by the lecturer 
• Presentations and discussions  

• Feedback from the lecturer 
• Listening exercises 

Assessment method  
 
Written examination, 90 min. 
 

Language of  
instruction 

 
German 

 

Prerequisites Successful completion of Level A1/Parts 1 and 2 (88121) 

 
 

Course descriptions for German language courses at higher levels:  
https://th-deg.de/en/students/language-electives#german  
 

  

https://th-deg.de/en/students/language-electives#german
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English in Technical Contexts B2 

 

Course title English in Technical Contexts B2 

ECTS  2 

Course type Language training course 

SWS 2 

Semester Winter and summer 

Course level 

B2 
• Can understand the main ideas of complex text on 

both  
concrete and abstract topics, including technical  
discussions in his/her field of specialization  

• Can interact with a degree of fluency and spontane-
ity  

that makes regular interaction with native speakers  
quite possible without strain for either party  

• Can produce clear, detailed text on a wide range of  

subjects and explain a viewpoint on a topical issue  
giving the advantages and disadvantages of various  

options 
 

http://www.europaeischer-referenzrahmen.de/ 

Lecturer Neal O’Donoghue, MA 

Course objectives 

 
This course aims to deepen students’ encounter with the 

English language in a technical context by giving practical 
training in specialized vocabulary, grammar and language 
usage. The four cardinal language skills – listening, speak-

ing, reading, and writing – will play an integral role in this 
training.  

The course is designed to be relevant and interesting for  
engineering students and will be adapted to their learning 
needs and study areas.  

By the end of the course, participants should have a more  
comprehensive understanding of, and enhanced fluency in, 

the English language in an engineering context. 

http://www.europaeischer-referenzrahmen.de/
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Course contents 

Obligatory topics (60 %):  

• Numbers and mathematical operations  
• Shapes and dimensions  

• August 2017  
• Basic physics and the scientific worldview  
• Materials and their properties  

• Case study on an area related to technology  
• /physics/engineering  

• Grammar/ communication skills 
 
Variable content (40 %): 

Variable content will be determined on the basis of a stu-
dent survey conducted in the first session.  

Current world events (including news events and popular  
culture) and recent technological innovations may be used 
as a basis for discussions. 

Teaching methods 

Teaching methods focus on improving the four cardinal 
language skills and include group discussions and group 

projects; individual work; mini-presentations; role-plays; 
close reading and listening activities; dictation; grammar 
games; and various follow-up viewing and writing activi-

ties.    
Work not completed in class should be done at home. Self-

study assignments will be set on a weekly basis. 

Assessment method  

Written exam (60 min)  
  

No dictionaries are allowed.  
  

Exam structure:  
• Part 1: Listening comprehension(s)   
• Part 2: Reading comprehension(s)  

• Part 3: Vocabulary and technical content  
• Part 4: Grammar (maximum 10% of total exam 

points, excluding writing exercise)  
• Part 5: Writing composition (150-200 words)  

 

The exam will be based on topics covered during the se-
mester.  

Recommended Liter-
ature 

Astley, Peter, and Lewis Lansford. Engineering 1: Stu-
dent's Book. Oxford: Oxford UP, 2013. Print.  

  
Bauer, Hans-Jürgen. English for Technical Purposes. Ber-
lin:  Cornelsen, 2000. Print.  
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Bonamy, David. Technical English 4. Harlow, England: 

Pearson  Education, 2011. Print.  
  

Bonamy, David, and Christopher Jacques. Technical Eng-
lish 3.  Harlow: Pearson Longman, 2011. Print.  
 

Brieger, Nick, and Alison Pohl. Technical English: Vocabu-
lary and Grammar. Oxford: Summertown, 2002. Print.  

  
Dummett, Paul. Energy English: For the Gas and Electricity   
Industries. Hampshire: Heinle, Cengage Learning, 2010. 

Print.  
  

Dunn, Marian, David Howey, and Amanda Ilic. English for   
Mechanical Engineering in Higher Education Studies 
Coursebook.  Reading: Garnet Education, 2010. Print.  

  
engine: Englisch für Ingenieure. <www.engine-maga-

zin.de> (Darmstadt). Various issues. Print.  
  

Foley, Mark, and Diane Hall. MyGrammarLab. Harlow: 
Pearson, 2012. Print.   
  

Glendinning, Eric H., and Norman Glendinning. Oxford 
English for Electrical and Mechanical Engineering. Oxford: 

Oxford UP, 1995. Print.  
  
Glendinning, Eric H., and Alison Pohl. Technology 2. Ox-

ford:  Oxford UP, 2008. Print.  
  

Heidenreich, Sharon. English for Architects and Civil Engi-
neers.  Wiesbaden: Vieweg + Teubner Verlag, 2008. Print.  
  

Ibbotson, Mark. Cambridge English for Engineering. Cam-
bridge:  Cambridge UP, 2008. Print.  

  
Ibbotson, Mark. Professional English in Use. Engineering:   
Technical English for Professionals. Cambridge: Cambridge 

UP, 2009. Print.  
  

Markner-Jäger, Brigitte. Technical English: Civil Engineer-
ing and  Construction. Haan-Gruiten: Verl. Europa-
Lehrmittel, 2013.  Print.  

  
Murphy, Raymond. English Grammar in Use. Cambridge: 

Cambridge UP, 2004. Print.  
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Schäfer, Wolfgang. Construction Milestones: Englisch Für 

Bau-, Holz- Und Anlagenberufe. Stuttgart: Klett, 2013. 
Print.  

  
Wagner, Georg, and Maureen Lloyd. Zörner. Technical 
Grammar and Vocabulary: A Practice Book for Foreign Stu-

dents. Berlin:  Cornelsen, 1998. Print. 

Language of  

instruction 

 

English 
 

Prerequisites 
B1 / Abitur (A-levels/ school leaving certificate giving right 
of entry to higher education) / 7-9 years of English 
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Intercultural Training for Germany and Bavaria 
 

Course title Intercultural Training for Germany and Bavaria 

ECTS 1 

Course type Elective 

SWS 1 

Semester Winter and summer 

Workload in hours 30 hours 

Name of Instructor Lisa Werner 

Course objectives 

 

Participants get an understanding of the different theories 
of “culture” and learn about stereotypes and traditions in 

Bavaria. Furthermore, the participants get information on 
Germany and Bavaria as well as the Deggendorf Institute of 
Technology. 

 

Course contents 

 

I. Culture (theroies) 
II. Customs and Rituals in Germany/Bavaria 

III. Information on Germany and Bavaria and the DIT 
IV. Quiz and Presentation 
V. Culture Shock  

 

Recommended  

literature 

 

Bolten J. und Ehrhardt C., Interkulturelle Kommunikation, 
Verlag Wissenschaft & Praxis 2003;  

Bolten J, Einführung in die interkulturelle Wirtschaftskom-
munikation, Vandenhoeck & Ruprecht 2007 
 

 
Teaching methods 

 

 
The course is organized according to four pillars:  

1. Culture  
 

 
2. Customs and Rituals  
3. Information on Germany/Bavaria 
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4. Culture Shock 

Whereas hard facts are taught in a classical lecture style, 
students will do lots of role-plays, critical incidents, short 

movies and do a quiz. 
 

 

Assessment method  Paper 

Language  
of instruction 

English/German 

Prerequisites None 
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Basics of International Sales and Business Development   

 

Course title Basics of International Sales and Business Development 

Course ID  268 

ECTS  2 

Course type Lecture with group work and presentations 

SWS 2 

Semester Winter and summer 

Lecturer Ibrahim Waked 

Course objectives 

General knowledge of international sales and strategic 

business development mechanisms. As well as profound 
analysis of practical case studies. 

Course contents 

 

• Basics of sales and business development 

• Analysis of market potential including cultural & po-
litical aspects, correlation between microeconomic 
and demographic aspects, (PESTELO analysis) 

• Relevancy of world bank reports on general eco-
nomic performance and their implementation in 

company BD strategy 
• Market entry and risk management 

Recommended  
literature 

Strategic Management by Richard Lynch von Pearson 
Longman 
 

Business Development Management 
By Lutz Becker, Walter Gora, Tino Michalski 

Teaching methods 
 
Lecture with integrated project development examples 

 

Assessment method  

 

Presentation and seminar paper 
 

Language of  

instruction 

 
English 
 



International Office and Language Centre  

11 

 

 

Bavarian Culture 

 

Course title Bavarian Culture 

Course ID 229 

SWS 2 

Semester Winter and summer 

ECTS 2 

Course type Elective 

Language of  
instruction 

English 

Name of lecturer Jennifer Hauer 

Course objectives 

 

 

Participants get a deeper understanding of the traditional 
and contemporary Bavarian culture by integrating 

knowledge about customs, language, and history with cul-
turally routed events. 
 

Course contents 

 
1. Hard facts 

   1.1. History 
   1.2. Demographics 

   1.3. Geography 
2. Customs and rituals 
   2.1. Traditional 

   2.2. Contemporary 
3. Language 

4. Events 
 

Teaching  

methods 

The course is organized according to four pillars: 
1. Hard Facts 
2. Customs and Rituals 

3. Language 
4. Events 

 
Whereas hard facts are taught in a classical lecture style, 
students should experience aspects of the culture in a lively 

manner through knowledge dissemination of cultural ex-
perts, off-campus seminars at events of traditional cultural 
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origin, as well as learning and engaging in cultural rituals 

themselves. The aim is to deepen and complement the con-
tents taught in the Orientation Week. 

 

 
Recommended  

literature 

 

Jonas, B., Gebrauchsanweisung für 
Bayern, Piper Verlag, 2007 
 

Assessment  
methods 

 
Seminar paper 

 

Prerequisites 

 

Participants should have attended the introductory Intercul-
tural Training during the Orientation Week. 

 

 

  



International Office and Language Centre  

13 

 

 

Business Storytelling 

 

Course title Business Storytelling 

Course ID  296 

ECTS  2 

Course type Elective 

SWS 2 

Semester Winter and summer 

Workload in hours Total: 60 / In-class: 30 / Self-study: 30 

Lecturers Diego and Raphael Fiche 

Course objectives 
 

 

At the end of this course, students will be able to: 
 

• Recognize key elements that go into persuasive sto-

rytelling 
• Identify types of stories and their purposes 

• Create compelling stories to achieve business goals 
• Apply acquired knowledge to develop a compelling 

story to persuade others to think or act in a differ-

ent way. 
 

Course contents 
 

 
• Introduction to Business Storytelling 

• Power of Business Stories: when and why to tell 
them 

• Types of Business Stories and Their Purposes 

• Structuring Your Story to Engage the Audience 
• Storytelling techniques 

• Enhance Your Storytelling Skills 
 

Recommended  

literature 

Janis Forman (2013), Storytelling in Business: The Au-
thentic and Fluent Organization 
 

Seth Godin(2005), All Marketers Are Liars 
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Teaching methods 

 

• Lectures 
• Group work 

• Case studies  
• Presentation 
• Exercises 

 

Assessment method  

 

Class workshops / presentation / case studies / seminar 
paper 

 

Language of  
instruction 

 

English 
 

Prerequisites None 
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Business and Society in China & Emerging Asia 

 

Course title Business and Society in China & Emerging Asia 

ECTS  2 

Course type Elective 

SWS 2 

Semester Summer 

Workload in hours Total: 60 / In-class: 30 / Self-study: 30  

Lecturer Prof. Dr. Wei Manske-Wang 

Course objectives 

• Awareness of foreign cultures and understanding 

their causes 
• Think out of the box and establish global horizons 
• Preparing for the challenges of future professional 

life in a global environment 
• Doing business in China/Asia successfully requires a 

holistic view on China/Asia and a thorough under-

standing how business is done there! This course 

aims at providing students with the necessary 

knowledge about contextual determinants of busi-

ness practice (culture, politics, economy, society, 

history) and introduces exemplary reference cases. 

Course contents 

 

• The historical roots of China: What are structural 
legacies of the past? How do Chinese perceptions of 

history influence the present society? 
• The institutional setting of the Chinese economy: 

What are the main actors in the Chinese economy 

(state-owned enterprises, private-owned busi-
nesses)? 

• The political system and its ramifications in the do-
main of economic policy and business: What is the 
role of the Communist Party? What are the principal 

decision makers on different levels of government? 
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How does this affect central aspects of business en-

vironment such as corporate governance? 
• What is behind Chinese long-term strategy “Belt and 

road initiative”? 
• Culture and societal values: China represents an 

amazing mix of global metropolitan life and a resur-

gence of tradition, deeply enmeshed in her high-
speed urbanization process that continue shaping 

the country in the last decades. 
• What do you know about Chinese philosophies in 

the past? What do you know about Chinese values 

today? 
• What are implications for business, such as regard-

ing consumer demand of young generation? 
• Behavioural aspects of business practice: The Chi-

nese are famous for networking. We look at the 

‘Chinese way’ in establishing social relations in the 
business domain. Further, we explore Chinese or-

ganizational behaviour in companies. 
• What are ‘mega-trends’ of the future affecting the 

outlook for Chinese business? We touch on issues 
such as demographic change, looming environmen-
tal crises, digitalization and the question of political 

stability. 
• Institutions and strategic arrangements in Asia: 

ASEAN, APEC, BRICS, BRI, RCEP etc. 
• More countries in Asia: Japan, India, Vietnam, Indo-

nesia etc. 

• Is an Asian Century dawning? 

Recommended  
literature 

Hofstede, G.; Hofstede G.J. (2009): Lokales Denken, glo-

bales Handeln: Interkulturelle Zusammenarbeit und globa-
les Management. 4. Auflage. München: Deutscher Ta-
schenbuch Verlag 

 
Thomas, A.; Kammhuber S.; Schroll-Machl, S. (Hg.) 

(2007): Handbuch Interkulturelle Kommunikation und Ko-
operation Band 2: Länder, Kulturen und interkulturelle Be-
rufstätigkeit. 2. Auflage. Göttingen: Vandenhoeck & Rup-

recht 

Teaching methods 
Lecture, Press Monitoring, Case Studies, Discussions, 
Group Work, Q&A 

Assessment method  
Group works – Written Assignment (50%) & Final Presen-
tation (50%) 

Language of  
instruction 

 
English 
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Scientific Communication 

 

Course title Scientific Communication 

ECTS  2 

Course type Elective 

SWS 2 

Semester Summer 

Workload in hours Total: 60 / In-class: 30 / Self-study: 30  

Lecturer Prof. Dr. Jeff Wilkesmann 

Course objectives 

Knowledge: 

• learn to manage a range of resources and skills for 
effective communication of complex scientific mate-

rial 

• learn how to appropriately summarize, paraphrase 

and reference research content and avoid plagiarism 
• Scientific communication types and techniques 
• Presentation Techniques 

Skills: 
• learn to cultivate practical communication skills, 

with particular emphasis on effective writing 
Competencies: 

• undertake a substantial practical project in science 

writing 
• prepare a poster and perform a scientific pitch 

 

Course contents 

 

• Systematic literature review: Definition of research 

question/eligibility criteria. Development of search 
strategy. Title/abstract/full text screening. Data ex-

traction/quality assessment. Synthesis of re-
sults/meta-analysis 

• Scientific Communication: The Different Scientific 

Communication Ways. Scientific writing. Avoiding 
plagiarism, fabrication and falsification. The good 
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style of writing. Paraphrasing, Summarizing, Refer-

encing. Good and bad practice examples. Scientific 
Style Conventions. Graphics & Multimedia. Tables. 

References. Editorial Style Conventions. Effective 
Writing & Word Usage. Grammar, Punctuation, & 
Spelling. General Style Conventions. Numbers, 

Mathematics, & Units of Measure. Inclusivity Style. 
General Guidelines. Age. Disabilities, Disorders, & 

Other Health Conditions. Gender & Sexuality. Race, 
Ethnicity, & Nationality. 

• Ethics in Scientific Publication. Communicating 

Safety Information. Intellectual Property: Copyright, 
Permissions. Scientific misconduct. Forms of scien-

tific misconduct (fabrication, falsification, plagia-
rism, …). Motivation to commit scientific miscon-
duct. Responsibility (author, institutions, journals) 

• Science and Engineering publishing. Journal land-
scape and selection. Publication impact assessment 

(Impact factors, H-index). Authorship. Submis-
sion/review process. Writing about Your Research: 

Best Practices. Selecting a Scientific Journal. Organi-
zation of Your Research Article. Submission Proce-
dures. Peer Review. 

• Scientific communication pitching. Preparation of an 
oralvpresentation and pitching session. 

 

Recommended  

literature 

Textbook: 
Introduction - The ACS Guide to Scholarly Communication 

(ACS Publications) https://pubs.acs.org/page/acsguide 
eISBN: 978-0-8412-3583-0 DOI: 10.1021/acsguide 

 
Recommended literature: 

• annex-9-inclusive-communication-guidelines-of-the- 

european-parliament.pdf (europa.eu) 

• Inclusive communication in the GSC - Publications 
Office of the EU (europa.eu) 

• Small Bus Econ (2016) 47:53–76 DOI 
10.1007/s11187-016-9700-6 

Teaching methods 
Seminars constructed like workshops in 
combination with teamwork and team presentation. 

Assessment method  Written assignment & presentation incl. Q+A Session 

Language of  
instruction 

 

English 
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AI Project 

 

Course title AI Project 

ECTS  5 

Course type Project 

SWS 2 

Semester Summer semester 

Workload in hours 150 hours 

Lecturer Prof. Dr. Patrick Glauner 

Course objectives 
 

The aim of this class is to provide students with hands-on 

and real-world AI development experience. They will have 
the opportunity to work on real data sets in order to solve 
real-world problems. As these projects are completed in 

groups, students will also have the opportunity to use pro-
fessional software development tools for collaboration. 

Course contents 

• Implementing high-tech projects in the fields of arti-
ficial intelligence, machine learning, computer vi-

sion, natural language processing and others. 
• Projects can be chosen for example from Kaggle, 

from other sources or be done in collaboration with 

an industrial partner. 
• Using modern high-end hardware, such as GPU clus-

ters and cloud services. 
• Utilizing an agile process framework such as Scrum. 
• Understanding and using modern industrial software 

development tools such as work package trackers, 
code revision systems, debuggers, profilers and oth-

ers. 
• Presenting R&D outcomes to stakeholders at differ-

ent levels, such as fellow students, faculty mem-

bers, practitioners and executives. 
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Recommended  

literature 

1. S. Chacon and B. Straub, "Pro Git", Apress, second edi-
tion, 2014. 

2. I. Goodfellow, Y. Bengio and A. Courville, "Deep Learn-
ing", MIT Press, 2016. 

3. C. Larman, "Applying UML and Patterns: An Intro-
duction to Object-Oriented Analysis and Design and 
Iterative Development", Prentice Hall, third edition, 

2004. 

Teaching methods Project 

Assessment method  
 
Project 
 

Language of  
instruction 

 
English 

 

Prerequisite Foundations of AI and machine learning 
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Algorithms and Data Structures 

 

Course title Algorithms and Data Structures 

ECTS  5 

Course type Lecture and lab 

SWS 4 

Semester Summer semester 

Workload in hours 150 hours 

Lecturer Prof. Dr. Patrick Glauner 

Course objectives 

 

The aim of this class is to provide an introduction to one of 

the most important foundations of a computer science de-

gree: algorithms and data structures. A data structure en-

ables a programmer to structure data into conceptually 

manageable relationships. An algorithm is a finite se-

quence of well-defined, computer-implementable instruc-

tions to solve a class of problems or to perform a compu-

tation. Algorithms often operate on data structures. This 

course provides a journey through computer science. Stu-

dents will acquire a solid foundation in how the most im-

portant algorithms and data structures work. They will also 

learn how to design efficient algorithms and data struc-

tures. 

Course contents 

• Introduction: algorithm definition, classification of 

algorithms 

• Graphs: graph definitions, applications in computer 

science, shortest path, lowest cost, A* 

• Complexity analysis: time complexity, O, Omega, 

Theta, o and O tilde notations, space complexity 

• Lists: arrays, dynamic arrays/lists, amortization, 

fundamental operations, stacks, queues, linked lists  
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• Recursion: search, divide and conquer, recurrence 

relations, master theorem, backtracking, dynamic 

programming  

• Sorting: bubble sort, selection sort, insertion sort, 

merge sort, quicksort, lower bounds 

• Trees: binary trees, traversing, advanced types of 

trees, decision trees Maps and hash tables: key-

value stores, hashing, collision handling 

• Selected algorithms: fast matrix multiplication, ran-

dom number generation, fast inverse square root, 

prime numbers, Bloom filter, union-find, median of 

medians, string matching 

• Quantum computing: qubits, quantum logic gates, 

quantum computers, quantum algorithms 

Recommended  

literature 

1. M. Goodrich et al., "Data Structures and Algorithms 

in Python", John Wiley & Sons, 2013. 

2. R. Sedgewick, "Algorithms", Addison Wesley, fourth 

edition, 2011. 

3. M. Sipser, "Introduction to the Theory of Computa-

tion", Cengage Learning, third edition, 2012. 

Teaching methods Lecture and lab 

Assessment method  

 

Written examination 90 min. 

 

Language of  

instruction 

 

English 

 

Prerequisite Programming foundations 
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Big Data 

 

Course title Big Data 

ECTS  2.5 

Course type Lecture and seminar 

SWS 2 

Semester Summer semester 

Workload in hours 75 hours 

Lecturer Prof. Dr. Patrick Glauner 

Course objectives 

 

The aim of this class is to provide students with an intro-

duction to the field of big data. Students will acquire a 

solid foundation in how to design and implement big data 

systems. They will also learn hands-on how to use indus-

trial big data tools. Furthermore, they will understand the 

limitations of big data-driven approaches and how they 

can recognize and solve typical issues in big data, such as 

data quality and biases. As an outcome, they will be able 

to work on real-world problems that not only require 

knowledge in AI, but also an expertise in how to use big 

data infrastructures, frameworks, libraries and tools. 

Course contents 

• Introduction: 3 Vs, history of big data, selected big 

data use cases 

• Parallelism: parallelism and concurrency, creating 

threads, global interpreter lock (GIL) 

• Big data architectures: distributed systems, MapRe-

duce, CAP theorem, speedup through GPUs and 

FPGAs 

• Big data, small data, all data: data quality, biases in 

data sets, small sample size problems 

• Uncertainty in learning: confidence intervals, Gauss-

ian processes, conformal prediction, model calibra-

tion 



Computer Science  
 

24 

 

 

• MLOps: project lifecycle, challenges, operations, 

principal components, pipelines, best practices 

• Big data for NLP: embeddings, recent advances in 

NLP, transformers 

• Quantum computing: qubits, quantum logic gates, 

quantum computers, quantum algorithms 

• Selected big data infrastructures, frameworks, li-

braries and tools 

Recommended  

literature 

1. A. Petrov, "Database Internals: A Deep Dive into 

How Distributed Data Systems Work", O'Reilly Media, 

2019. 

2. S. Sakr and A. Zomaya, "Encyclopedia of Big Data 

Technologies", Springer, 2019. 

3. A. Tanenbaum and M. van Steen, "Distributed Sys-

tems: Principles and Paradigms", Pearson, 2nd edition, 

2007. 

Teaching methods Lecture and seminar 

Assessment method  

 

Seminar presentation 

 

Language of  

instruction 

 

English 

 

Prerequisite Foundations of AI and machine learning 
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Computer Vision 

 

Course title Computer Vision 

ECTS  5 

Course type Lecture and lab 

SWS 4 

Semester Summer semester 

Workload in hours 150 hours 

Lecturer Prof. Dr. Patrick Glauner 

Course objectives 

 

The aim of this class is to discuss Computer Vision (CV), 

which allows computers to process visual inputs. We deal 

every day dozens of times with CV, such as facial recogni-

tion, real-time translating camera input or auto-tagging 

friends in photos. Modern CV algorithms are strongly 

based on machine learning methods, in particular deep 

neural networks. Students will acquire knowledge in CV 

and be able to elaborate it further in the future, for exam-

ple in projects or further studies. Overall, CV is a cutting-

edge field, with many high-pay opportunities for gradu-

ates. 

Course contents 

• Introduction: applications, computational models for 

vision, perception and prior knowledge, levels of vi-

sion, how humans see 

• Pixels and filters: digital cameras, image represen-

tations, noise, filters, edge detection 

• Regions of images: segmentation, perceptual group-

ing, Gestalt theory, segmentation approaches, im-

age compression 

• Feature detection: RANSAC, Hough transform, Har-

ris corner detector 

• Object recognition: challenges, template matching, 

histograms, machine learning 
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• Convolutional neural networks: neural networks, 

loss functions and optimization, backpropagation, 

convolutions and pooling, hyperparameters, Au-

toML, efficient training, selected architectures 

• Image sequence processing: motion, tracking image 

sequences, Kalman filter, correspondence problem, 

optical flow 

• Foundations of mobile robotics: robot motion, sen-

sors, probabilistic robotics, particle filters, SLAM 

• Outreach: 3D vision, generative adversarial net-

works, self-supervised learning 

Recommended  

literature 

1. R. C. Gonzalez and R. Woods, "Digital Image Pro-

cessing", Pearson, 3rd edition, 2018. 

2. I. Goodfellow, Y. Bengio and A. Courville, "Deep Learn-

ing", MIT Press, 2016. 

Teaching methods Lecture and lab 

Assessment method  

 

Project 

 

Language of  

instruction 

 

English 

 

Prerequisite Programming foundations, multivariate calculus 
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Datacenter Network Programming 

 

Course title Datacenter Network Programming 

ECTS  5 

Course type Lecture + Lab + Project 

SWS 4 

Course level Postgraduate 

Semester Summer 

Workload in hours Total: 150 / In-class: 60 / Self-study: 90 

Lecturer Prof. Dr. Andreas Kassler 

Course objectives 

 

Students acquire understanding and hands-on experience 
of how the data plane of modern datacenter networking 
equipment can be programmed using the high-level and 

popular programming language P4 (see http://p4.org). 
They learn the basic concepts of the P4 language and un-

derstand, how offloading simple computational tasks to the 
data plane of programmable networking devices (such as 
datacenter routers or network cards) can be used to speed 

up the performance of Deep Learning, Big Data Analytics 
use-cases within modern datacenters. They understand, 

how the data plane can be used to accelerate distributed 
high-performance computing (HPC) building blocks includ-
ing distributed key-value stores, where load-balancing and 

network monitoring of the datacenter networking fabric is 
important for achieving high speed and low latency.  

They setup their own development environment in the net-
work emulator Mininet and implement simple data plane 
programs in the P4 language. They know how to use P4 to 

parse packet headers, apply different actions and modify 
packets before forwarding them. They know basic P4 con-

structs, how to store stateful information (e.g. parts of a 
neural network) and how to perform simple computational 

tasks in the data plane.  

http://p4.org/
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Based on this knowledge and understanding, students im-

plement a small-scale project in a team. They use their ac-
quired knowledge on P4 and programmable datacenter 

networking. They evaluate the results of other project 
groups and get evaluated by other groups. For this project 
work, they have used standard tools (Mininet, P4 tool-

chain, command line interface) for programming the data 
plane of an (emulated) datacenter router. 

After finishing this module, students can design, imple-
ment and evaluate their own P4 programs using the net-
work emulator Mininet.  

 

Course contents 

The Course is decomposed into two parts: 

Part I: “Introduction to Datacenter Network Programming” 
and Part II “Project in Datacenter Network Programming” 

 
Content Part I: 
(1) Introduction to Programming the Data Plane of a Data-

center networking device: 

- Difference between Data and Control Plane  

- Introduction to P4 language 

- P4 programming model 

- Compiling and deploying P4 programs 

- P4 Targets: Behavioral Model (BMv2), Programmable 
Switching ASIC Intel Tofino, Mellanox Bluefield DPU, 

Netronome SmartNIC  

- Basic P4 concepts: header parsing, applying tables and 
actions, header rewriting.  

- Workshop: Setup Development environment with 
Mininet and Command Line Interface (CLI), implement, 
test and debug simple P4 language constructs and pro-

grams using the Mininet network emulator 
 

(2) Datacenter Networking and Load Balancing: 

- Datacenter networking fundamentals, routing and for-
warding within the datacenter networking fabric 

- Workshop: Advanced P4 concepts: stateful information, 
register arrays, counters and meters. 

- Loadbalancing in Datacenter networks, Equal Cost Mul-
tipath Routing, Conga, Hula 

- Workshop: Implementing ECMP in P4 
 

(3) In Network support for Monitoring and Caching: 

- Active and passive network monitoring 

- Inband Network Telemetry (INT) for fine-granular net-
work monitoring 

- Accelerating Distributed Key-value stores in the data 
plane of the data center 
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- Using telemetry for fine-grained loadbalancing 

- Workshop: Implementing Hula and INT in P4 
 
(4) In Network support for Distributed Machine Learning: 

- Role of the datacenter network for distributed training 
and inference 

- In network support for Distributed Machine Learning In-
ference for in-switch traffic classification  

- Mapping trained machine learning models (decision 
trees, SVMs, neural networks) to programmable data 
plane devices  

- In network support for distributed training within a dat-
acenter network  

 
Content Part II: 

Project: Implementation of your own small dataplane pro-
gram in P4 and testing it in the Mininet network emulator.  

 

Recommended  
literature 

Recommended Literature will be provided at the start of 
the course by a set of research and practical oriented arti-
cles that are available online. 

 

Teaching methods 
Lecture with exercises and Labs followed by a small scale 
project 

Assessment method  

 

Written examination, 90 min.  
 

Language of  

instruction 

 
English 
 

Prerequisites 

Students should have basic understanding of Network 
Technologies and/or Communication Networks. Basic 

knowledge of Programming and basic knowledge in Python 
helps in the Project Part of the course. 
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Database Engineering 

 

Course title Database Engineering 

ECTS  5 

SWS 4 

Course type Undergraduate 

Semester Winter and summer 

Workload in hours In-class: 60 hrs. / Self-study: 90 hrs / Total: 150 hrs 

Lecturer Dr. Michael Scholz 

Course objectives 

 

After this module students should  

• be able to describe the database design process, 

• know the elements of the Entity-Relationship-Model, 

• can build an Entity Relationship Model for a specific 

case, 

• can normalize a database design, 

• be able to manage a database through a database 
management system, 

• be able to query a database using SQL, 

• know the core components and functionalities of a 
database management system. 

 

Recommended 

literature 

Conolly, Thomas M.; Begg, Carolyn E.: Database Solutions - 

A step-by-step guide to building databases. 2nd Edition. Har-
low, Essex: Pearson Education Limited, 2004 
 

Conolly, Thomas M.; Begg, Carolyn E.: Database systems - A 
practical approach to design, implementation, and manage-

ment. 4th edition. Addison-Wesley, an imprint of Pearson Ed-
ucation, 2005 

Teaching methods 
 

 
Classes with exercises and practical training 
Course and document management through E-Learning Sys-

tem iLearn 
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Assessment  

method  

 

Written examination, 90 min. 
 

Language of  
Instruction 

 
English 

 

Prerequisites 

 

Basics in Computer Science  
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Advanced Programming Techniques 

 

Course title Advanced Programming Techniques 

ECTS 5 

Course type Lecture 

SWS 4 (2 SWS Lecture + 2 SWS Lab) 

Course level Postgraduate 

Semester Summer 

Workload in hours Total: 150 / In-class: 60 / Self-study: 90 

Lecturer Prof. Dr. Andreas Wölfl 

Course objectives 

The students advance their knowledge in computer pro-

gramming with the goal to create and maintain complex 
software applications. By regular lab sessions, the stu-
dents learn the interplay between design, implementation, 

operation and evolution of modern software in a hands-on 
manner. 

Course contents 

The Python Programming Language, Version Control Sys-
tems, Advanced Software Engineering Processes, UML 

Modeling, Software Design Patterns, Unit Testing, Defen-
sive Programming, User Interface Design 
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Recommended 
literature 

[1] Michael Goordrich, Roberto Tamassia, Michael 

Goldwasser. Data Structures and Algorithms in Python. 1st 
ed. 2013, John Whiley & Sons. 
 

[2] Robert C. Martin: Clean Code, A Handbook of Agile 
Software Craftmanship. 1st ed. 2008, Prentice Hall 

 
[3] Erich Gamma, Richard Helm, Ralph Johnson, John Vlis-
sides: Design Patterns. Elements of Reusable Object-Ori-

ented Software. 1st ed. 1994, Prentice Hall 
 

[4] Ian Sommerville, Engineering Software Products: An 
introduction to modern Software Engineering. 1st Edition. 
2020, Person Education. 

Teaching methods Lecture with lab sessions 

Assessment method 

 

Written examination, 90 min 

 

Language of 

instruction 

 
English 
 

Prerequisites 
Basic knowledge in object-oriented programming and op-
erating systems. 
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Advanced Topics in AI 

 

Course title Advanced Topics in AI 

ECTS  5 

Course type Lecture 

SWS 4 

Course level Postgraduate 

Semester Summer 

Workload in hours 
Time of attendance: 60 hours  
Self-study: 90 hours  

Total: 150 hours 

Lecturer Prof. Dr. Andreas Fischer 

Course objectives 

 

The purpose of this course is to provide students with 
hands-on and real-world development experience. They 
will have the opportunity to review some cutting-edge 

research papers and to then turn them in concrete soft-
ware/hardware outcomes. As these 

projects are completed in teams, students will also have 
the opportunity to elaborate on their social and language 

skills. At the end of the term, students will present their 
projects at an in-house R&D fair which will be open to the 
public.  

 

Course contents 

− Implementing contemporary research papers from the 

fields of artificial intelligence, machine learning, com-
puter vision, natural language processing and others.  

− Using modern high-end hardware, such as GPUs clus-
ters and cloud services. 

− Utilizing an agile process framework such as Scrum.  

− Understanding and using modern industrial software 
development tools such as work package trackers, code 

revision systems, debuggers, profilers and others.  
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− Presenting R&D outcomes to stakeholders at different 

levels, such as fellow students, faculty members and 
practitioners and executives. 

 

Recommended  
literature 

Basic:  

- C. Bishop, Pattern Recognition and Machine Learning, 
Springer, 2006.  

- I. Goodfellow, Y. Bengio and A. Courville, Deep Learning, 
MIT Press, 2016.  
Study aids:  

- High-end GPUs 
- Cloud services  

- Development boards  
- Mobile robots and drones  
- Hardware manuals 

Teaching methods project and seminars 

Assessment method  
 
written student research project 
 

Language of  
instruction 

 
English 

 

Prerequisites None 
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ChatGPT et al.: Generative AI with Transformers 

 

Course title ChatGPT et al.: Generative AI with Transformers 

ECTS  5 

Course type Lecture 

SWS 4 

Semester Summer 

Workload in hours Total: 150 / In-class: 60 / Self-study: 90 

Lecturer Prof. Dr. Andreas Fischer 

Course objectives 

The module will give an introduction to the transformer 

technology which drives modern large language models, 
such as ChatGPT. 

Course contents 

 
Covered topics are in particular: 

 
• Foundations of Language Models 
• Word Embeddings 

• Attention Mechanism 
• Architectures of Transformer Models 

• Popular Open Source Transformer Models 
• Limitations of Large Language Models 
• Applications of Transformers in and beyond NLP 

• Optimization of Transformer Models 
 

Recommended  
literature 

tba 

Teaching methods Lecture 

Assessment method  
 
Project work (paper) 
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Language of  

instruction 

 

English 
 

Prerequisites None 
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Informatics II 

 

Course title Informatics II - Contemporary Usage of Python  

ECTS  5 

Course type Lecture 

SWS 4 

Course level Postgraduate 

Semester Summer 

Workload in hours 

Time of attendance: 60 hours 
self-study: 45 hours 

virtual learning: 45 hours 
Total: 150 hours 

Lecturer Prof. Dr. Gökçe Aydos 

Course objectives 

The purpose of the course is to learn to: 
 

Professional competences: 
 

• outline fundamental features of the Python pro-
gramming language 

• understand the advantages of object-oriented and 

functional programming 
• know different request types to access web re-

sources 
• list useful libraries from the standard library 

 

Methodological competences: 
 

• implement programs for string processing 
• leverage the interactive interpreter for short compu-

ting tasks 

• use object-oriented programming to breakdown a 
program into classes 

• use functional programming to write shorter code 
• implement programs for interacting with web APIs 
• carry out simple image processing tasks 
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• leverage Numpy to conveniently work with matrices 

• use an unknown library by reading its documenta-
tion 

 
Social competences 
 

• cooperate in a pair programming setting 
• evaluate someone else’s work and give constructive 

feedback (e.g., in context of peer-assessed exer-
cises) 

Course contents 

Most of the contents are based on the course CS41: The 
Python Programming Language from Stanford University. 

• Python basics: 

o Interactive interpreter 
o Comments 
o Variables and types 

o Numbers and Booleans 
o Strings and lists 

o Console I/O 
o Control Flow 
o Loops 

o Functions 
o Assignment Expressions 

• Data structures: 
o list 
o dict 

o tuple 
o set 

• Object-oriented Python: 
o errors and exceptions 

▪ easier to ask for forgiveness than per-

mission (EAFP) vs look before you leap 
(LBYL) 

o data model 
o classes 
o exceptions as classes 

• Functions: 
o namespaces and scope 

o Python Functions 
o (variadic) arguments 
o Parameter ordering 

• Functional programming: 
o meaning 

o first-class functions 
o lambdas 
o iterators and generators 

o map and filter 
o decorators 

https://stanfordpython.com/
https://stanfordpython.com/
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• Python & the Web: 

o HTTP 
o requests library 

o working with images 
o creating a web interface for your app using 

Flask library 

• Numpy: 
o what is a matrix? 

o why are matrices useful? 
o n-dimensional array ndarray 
o axes and shapes 

o matrix operations 
o statistical methods 

o parameter fitting example 
• Standard library and third-party libraries 

Recommended  
literature 

• Lecture videos in DIT’s Moodle 

o alternatively: Stanfordpython course reader 
• Slides that accompany the videos. These are tailo-

red for discussions during the class. 
• Exercise notebooks in DIT’s Moodle 
• Previous Exams 

o Instructor versions 
o Student versions 

 

Teaching methods 
• Flipped classroom 
• Labs with feedback sessions 
• Pair programming 

Assessment method  
 
Written examination, 90 min. 

 

Language of  
instruction 

 

English 
 

 
Prerequisites 

 

• Computer science fundamentals (e.g., information, 
hardware, software, operating systems, shells, algo-
rithms) 

• Fundamental programming tools (e.g, control flow, 
data structures, functions) 

 

 

  

https://github.com/stanfordpython/course-reader
https://mygit.th-deg.de/lsi/inf2-notes/-/jobs/artifacts/master/browse?job=build
https://mygit.th-deg.de/lsi/nbgrader-notebooks/inf2-exams-source
https://mygit.th-deg.de/lsi/nbgrader-notebooks/-/jobs/artifacts/main/browse/inf2-exams-release?job=build
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FPGA Programming 

 

Course title 
FPGA Programming - Digital Circuit Design Using Sys-
temverilog 

ECTS  5 

Course type Lecture 

SWS 4 

Semester Summer 

Workload in hours Total: 150 / In-class: 60 / Self-study: 90 

Lecturer Prof. Dr. Prof. Dr.-Ing. Gökçe Aydos 

Course objectives 

The purpose of the course is to learn to: 

• explain the typical structure of FPGAs 

• differentiate a hardware description language from a 
typical programming language, e.g., regarding 
structure and purpose 

• use Systemverilog and a state-of-the-art FPGA de-
velopment tool to develop circuits on an FPGA 

• differentiate between structural and behavioral de-
sign approaches 

• analyze behavioral description and write code that 

implement the behavior 
• classify which data processing tasks are better 

suited for FPGAs than general processors 
• cooperate in a pair programming setting 
• evaluate someone else’s work and give constructive 

feedback (e.g., in context of peer-assessed exer-
cises) 

Course contents 

• Getting started with the FPGA board 

• Implementation (including testing using 
testbenches) of: 

o combinational logic, e.g., multiplexer, de-
coder, shifter, encoder 

o sequential logic, e.g., flip-flop, latch, counter, 
memory 

o arithmetic circuits, e.g., adder, multiplier 
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o state machines 

o a digital system: reaction time monitor 

Recommended  

literature 

• Digital logic course by Realdigital 

o Lecture videos related to the content can be 
found in the section Lectures on EE214 course 

page from Washington State University 
• Accompanying lecture notes: Digital logic notes 
• Realdigital Boolean FPGA board will be provided by 

the instructor that you may use during the class. It 
is not possible to borrow a board for home. If you 

want to work at home, please buy one. 

 

Teaching methods 

To reach the learning outcomes we will use the following 

didactic methods: 

• Flipped classroom 
• Labs with feedback sessions and pair programming 

During the labs you are encouraged to work with a 

partner in a pair programming setting. Your partner 
and the instructor will give you feedback. 

• Mini projects on the FPGA 

Every week there will be problems that you must 

solve on an FPGA board. 

Assessment method  

 

Written examination, 90 min. 
 

Language of  

instruction 

 
English 
 

Prerequisites 

• Fundamental programming tools (e.g, control flow, 
data structures, functions) 

• Digital logic (e.g., transistor, logic gate, K-map, 
SOP, POS, multiplexer, counter) 

The learning materials contain a graceful introduction to 

digital logic so you can still attend the course if you do not 
have any experience with digital logic. But expect more 
workload in this case. 

 

  

https://www.realdigital.org/course/digital-logic-for-the-boolean-board
https://eecs.wsu.edu/~ccole/ee214/
https://eecs.wsu.edu/~ccole/ee214/
https://aydos.de/digital-logic
https://en.wikipedia.org/wiki/Flipped_classroom
https://en.wikipedia.org/wiki/Pair_programming


Computer Science  
 

43 

 

 

Project Management 
 
 

Course title Project Management 

ECTS 5 

Course type Lecture 

SWS 4 

Semester Summer 

Workload in hours Total: 150 / In-class: 60 / Self-study: 90 

Lecturer Prof. Dr. Christina Bauer 

 

Course objectives 

The students get to know the most important content of 
(IT) project management. After the course the students 
are able to plan and carry out a project with appropriate 
methods. 

 
 

 
Course contents 

Contents include but are not limited to: 

 
▪ Phases of a project and documentation 
▪ Requirements engineering 
▪ Project controlling 
▪ Static and agile methods 

 
Recommended litera-
ture 

▪ Cleland, D. I., & Ireland, L. R. (2008). Project 
manager's handbook: Apply best practices across 

Global industries. McGraw-Hill. 
▪ Additional literature will be announced in the course 

 

Teaching methods 
 

Combination of lecture, presentation and case studies 

 

Assessment method 
 

Written examination, 90 min. and presentation 

Language of instruc-

tion 

 

English 

Prerequisite none 

 


